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1 INTRODUCTION

Dependent type theories are popular frameworks for mechanized proofs in which types can be
manipulated as terms. In dependent type theory, a simple way to represent indexed families of
types is to consider functions into a universe type (written Type, Set, U, etc.) whose elements
are types. Early dependent type theories assumed that the type universe is an element of itself
U : U [Martin-Lof 1971], but this was soon shown by Girard to be inconsistent [Coquand 1986].
Martin-Lof [1975] subsequently considered stratified collections of universes, in which smaller
universes are elements of larger universes but not vice versa. Such universe hierarchies are indexed
by universe levels (often the natural numbers), which are the subject of this paper.

Passing from a single universe to a universe hierarchy solves the consistency problem, but it
results in usability headaches: suddenly, definitions involving universes must be replicated across
many universe levels. To define even something as simple as the polymorphic identity function
Va.a — a, we must fix the type over which a ranges. Suppose we choose the smallest universe Uj:

id: [Taq,(A — A)

Then we can instantiate id at any element of Uy, such as bool, int, int — int, ..., but not U,
itself (or Ay — Uy, etc.), because we do not have U : Uy! We can define a larger copy of id,

id": [1aar, (A — A)

and this can be instantiated at bool, 2y, Wy — U, ..., but not Uy, ad infinitum.

Many systems address this problem by adopting one of a number of extensions to type theory
that allow users to write universe-polymorphic definitions that can be uniformly instantiated at
various universe levels. There are at least four well-known mechanisms for universe polymorphism:
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Explicit level quantification. Systems such as AGpa [The Agda Development Team 2022]
and LEAN [de Moura et al. 2015] index universes by a special type/sort of Levels defined as a
join semilattice generated by level variables and the operations zero : Level, suc : Level —
Level, and max : Level — Level — Level satisfying various equations. Users can write
explicitly polymorphic definitions that quantify over levels; in AGDA, for example, one writes
id: H{’:Level HA:IL; (A - A)

Explicit user constraints. In MaT1TA [The HELM Team 2016], users can declare universes and
impose constraints between them, and a type checker determines whether these constraints
are sufficient. Here is some example code from the MATITA library:

universe constraint Type[@] < Type[1].
universe constraint Type[1] < Type[2].

Typical ambiguity. Users of systems with typical ambiguity do not need to specify the levels
of universes; they may innocently pretend that i : U, and their proof assistant will use
constraint solving to determine a consistent assignment of universe levels, or reject the
definition in the rare case that no such assignment exists. Algorithms for typical ambiguity
were originally developed by Huet [1987] and Harper and Pollack [1991] and implemented
in LEGO [The LEGO Team 1999], Cog [Sozeau and Tabareau 2014; The Coq Development
Team 2022], and Ipris [Brady 2013] among others.

Crude but effective stratification. McBride has proposed a simple form of universe poly-
morphism in which every judgment is uniformly invariant under incrementing all universe
levels [McBride 2002, 2011]. A displacement operation (—)"" takes in closed terms and raises
all universe levels inside them by a fixed natural number n. Under this scheme, users can
therefore write apparently non-universe-polymorphic functions such as id : [] 4., (A — A),
and apply them at higher universe levels after the fact. For example, if we want to apply id
to a type not in Uy, such as U, itself (an element of ), we can displace id by one level:

id" : TTpa, (A — A)

and proceed from there:
id" (W) : Wp — Wy

In our work on various proof assistant implementations, we have come to appreciate McBride’s
“crude but effective stratification” for its surprising efficacy and simplicity: users can avoid ex-
plicit level quantification, and implementers can avoid solving inequality constraints involving
joins (maximums) or successors of universe levels. This led us to wonder how general McBride’s
mechanism truly is; as this paper will show, it is quite general indeed.

Contributions. Our main contributions are a novel formulation of universe polymorphism in
terms of monads over strict partial orders, and a novel algebraic structure, displacement algebras,
sufficient to operate “crude but effective” universe polymorphism. We then prove that any universe-
polymorphic type theory can be phrased (in an appropriate sense) as a generalized form of “crude
but effective stratification” by choosing a matching displacement algebra.

In Section 2, we present our new monadic description of universe-polymorphic type theory. In
Section 3.1, we introduce our notion of displacement algebra, and formulate our generalization of
“crude but effective stratification”; in Section 3.3 we present a variety of interesting displacement
algebras. In Section 3.4 we construct a faithful functor sending any system of universe polymorphism
to a “crude but effective” displacement system, under mild hypotheses. In Section 4 we discuss
our AGpa formalization of many of our technical results, as well as our OCamLr library MUGEN for
universe levels using displacement algebras [RedPRL Development Team 2022a]. We are currently
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using MUGEN in the experimental proof assistant algaett [RedPRL Development Team 2022b]
under development.

Non-Contributions. There are two important aspects of universe hierarchies that we will not
address in this paper: cumulativity and kinds. A universe hierarchy is cumulative if an element of a
smaller universe can be implicitly coerced to an element of a larger one; i.e. if smaller universes are
subtypes of larger ones. Coercions between universes obey different equations in different systems;
we consider explicit (but strict) coercions that can be considered as an elaboration of cumulativity.
Most proof assistants support cumulativity with the notable exception of AGDA, in part because
it supports universe polymorphism outside the prenex fragment. We consider only prenex level
quantification, effectively stratifying levels and terms, which avoids the difficulties AGpa faces.

The kind of a universe refers to the structure(s) shared by its elements; for example, one might
consider a universe of strict propositions [Gilbert et al. 2019], types whose elements are all defini-
tionally equal. The universe hierarchy would then be enriched with these universe kinds. In this
paper, we focus only on universe levels because the choice of levels is frequently orthogonal to the
kind system; most type checkers can work with an arbitrary decidable partial order on levels and
perhaps a successor operator, without knowing how levels are represented. We will describe how
kinds may be integrated into our framework in Section 5.1.

2 GENERALIZED UNIVERSE HIERARCHIES

We start with the syntax of dependent type theory with a generalized notion of universe hierarchy.

2.1 Universe-Monomorphic Type Theory

When formulating the syntax of a core dependent type theory with a hierarchy of type universes,
one often indexes the universes by (an external copy of) the natural numbers N. Such a universe
hierarchy is characterized by several key properties:
(1) Elements of a universe A : U; can be regarded as types, whether directly (“universes a la
Russell”) or via an explicit coercion function EI'(A) (“universes a la Tarski”).
(2) Each universe is closed under (some or all of) the type formers considered in the language:
for example, if A : U; and B : EI'(A) — U; then [],.4B(x) : ;.
(3) Each universe is an element of the next universe: U : Wy : W, : .... To avoid inconsistency,
it is crucial that ; is not an element of itself.
(4) Every A : U, is also an element of W;,q, either directly (“cumulativity”) or via an explicit
lifting operation i (A) : Wq.
For the moment, we are considering a universe-monomorphic system without variable universe
levels, which will not appear until in Section 2.2.
We begin by considering the syntax of L-monomorphic type theory: a dependent type theory with
a universe hierarchy indexed not by N but an arbitrary (fixed, external) poset (L, <,) of universe
level expressions, where properties (3) and (4) must be rephrased in terms of <;:
(3’) Whenever ¢’ <; £, we have Uy : U,.
(4) Whenever ¢ <, ¢,if A: U, then 5, (A) : U,.
In (3’), <. is the strict order associated to <;, namely ¢’ <; £ when ¢’ <, £ and ¢’ # ¢£. Notably, we
do not require that <; be well-founded.

Notation 2.1. For a poset (L, <,) we write L for the poset that adjoins a top element T to L: that
is, the set L [[{T} with the partial order that extends <; with £ <, T for £ € L.

We present the interesting inference rules of L-monomorphic type theory in Figure 1 (omitting
standard rules of equality, e.g. congruence and conversion); for brevity, we consider a type theory
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Contexts I'=-|[,xA
Types AB:=El'(e) | 1L (A) | T1L4B |0 | UL,
Terms e,e’ = x| code’(A) | A(x:A).e | e(e’) | abort, ,(e)
T ctx, I+, Atype. x¢Tl f el THoe: U,/
- ctx, T, x:A ctx, I+, El'(e) type,
<t T+, Atype, I+, Atype, 0 <t 0 < 8 T+, Atype,,
T+, 0% (A) type, T+, %(A) = A type, T+ 1% (15 (A) = 1% (A) type,

T+, Atype, T, x:; (A) . B type, U <m ¢ T+, Atype, [, x:M1, (A) v, B type,

r |-’« Hi:AB typet’ r l_l« i'(nf:AB) = i:ﬂf (A) ;’ (B) type[
5
<7t <t 0 <m0 <m ot
T+, 0 type, T+, 05(07) = 0° type, T+, UL type, Tk 15U = U type,
T ctx, I'(x)=A fel I+, Atype, tel I+, Atype,
't x:A Tk, code’(A) : U/ I+, El'(code’(A)) = A type,
rel  Troe: U] Ix:At, e:B Troe:[[JB Troe:A
T+, e =code(El(e)) : U, T+ A(x:A).e: [1,4B Tk, ei(ey) : B[x — e5]
[x:Ak, eg:B  Thoe:A T'hoe:[IL4B
T+, (A(x:A).e1)(ex) = er[x — ez] : B[x — e3] Ik e=A(x:A).e(x) : ]—[;AB

I,x:0" . Atype. Tr e:0"
I'+, abort, 4(e) : A[x > €]

Fig. 1. Selected rules of L-monomorphic type theory for a poset L.

with only II-types, the empty type, and universe types.! We annotate each judgment with the poset
L because we will soon need to work with many different choices of L at the same time; however,
all the rules of Figure 1 leave L fixed.

Notably, we present our universes “a la Coquand” [Coquand 2013, 2019; Gratzer et al. 2020], in
which the type judgment is indexed by either a universe level or T. Here A type.. corresponds to
the ordinary A type judgment (in particular, all types A appearing in contexts or to the right of the
colon are A type_), and for £ # T the collection of types A in A type, is isomorphic to the collection
of elements of U, (via El' and code’). We write u;" for the code for type, in type, , and may omit
the superscript T for brevity. This presentation has the benefit of requiring fewer rules: II-types and
closure of universes under II-types are expressed in a single rule, and the Tarski E1* and universe
lift A, — U, operations are instances of a single lifting operation (f]; and I}, respectively).

IThe empty type is solely for consistency arguments in Section 2.3.
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The presuppositions of the judgments in Figure 1 are as follows:

e T'+, Atype, presupposes £ € LT and I' ctx;.

e I'+, A= Btype, presupposes £ € LT and I ctx,.

o I' -, e : Apresupposes I ctx, andI' F, A type..

o '+, e; = ey : Apresupposes I ctx, and I' +; A type..

These presuppositions are implicit additional premises to the rules above that we have omitted for
the sake of readability; for example, any rule with a premise or conclusion of the form I' -, A type,
should be understood as having implicit premises £ € LT and T ctx, . The role of these premises is
to ensure the invariant that whenever I' +, A type, is derivable, £ € LT and T ctx, are derivable.

REMARK. In Figure 1, we assume that lifts are strictly functorial and commute strictly with type
formers; some type theories omit either or both of these principles for syntactic or semantic reasons. We
include them simply to demonstrate that they pose no issues to our formulation of universe levels in
terms of partial orders. Our use of “universes d la Coquand” is likewise inessential.

Example 2.2 (Natural numbers). Setting L = N we recover the standard universe hierarchy, in
which every universe is contained in a larger universe (; : W;4).

Example 2.3 (Integers). Setting L = Z we produce a type theory with a non-well-founded
universe hierarchy: every universe is contained in a larger universe and contains a smaller universe
(U1 - U; = Ujyq). Surprisingly, Z-indexed universes have some practical applications. In Section 1,
we discussed how the universe-monomorphic []44,(A — A) is not a satisfactory type for id
because it does not let us instantiate A with a universe. This is true for the usual N-indexed universe
hierarchies because !, contains no universes; however, in a type theory with a Z-indexed hierarchy,
we can instantiate A with U _;, avoiding the need for universe polymorphism in this example!

One could also consider the opposite poset of Example 2.2, namely L = Z <, a non-well-founded
hierarchy in which every universe contains a smaller one (;_; : 21;).

Example 2.4 (Rationals). Setting L = Q we produce a type theory in which between any two
universes there is a third universe (U; : Wy jy/2 : U;). As in Example 2.3, rational levels allow us to
avoid some instances of universe polymorphism: if we have a term with the universe-polymorphic
type [Taar, [1par,, - - - for any levels £’ > £, it is equally general in a Q-indexed hierarchy to assign
the monomorphic type [] 44, [1pay,- - - because arbitrarily many universes fit between U, and 2I;.

N-indexed universe hierarchies are usually formulated with the successor operation U; : Uy
rather than U; : U; for i < j; the former infers the most general type of the universe code ;,
whereas the latter checks the term U; against the type ;. However, not all posets have a notion of
successor, e.g. Example 2.4 above. Our rule must therefore be stated using the strict order <, :

STANDARD OUR RULE
£eN 0 <7t
T+, U, type,,, I+, Uy type,

Derivations in L-monomorphic type theory depend on L only via #,¢’ € L and the relations
¢’ <, tand ¢’ <, £. Therefore, any function L — L’ that preserves ¢’ <, ¢ (and thus also ¢’ <, ¢)
induces a transformation of derivations, judgments, and terms from L-monomorphic type theory
into derivations, judgments, and terms in L’-monomorphic type theory. More precisely:

Definition 2.5. SOrd is the category of posets with <-preserving maps: functions o : L — L’
such that x <; y = o(x) < o(y).
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REMARK. A <-preserving map need not be a monomorphism (need not reflect equality), because it
could identify unrelated points. For any poset L, the map L L1 L — L that merges two copies of L into a
single copy of L is not injective but nevertheless preserves the strict order.

Notation 2.6. L-monomorphic type theory is functorial in L in the following sense. Let 0 : L — L’
in SOrd; we write (—)[o] for the level replacement function that maps judgments, derivations, con-
texts, types, and terms of L-monomorphic type theory to corresponding notions in L’-monomorphic
type theory by sending levels £ € L to o(¢) € L’. For example, if 7 is a judgment in L-monomorphic
type theory, J o] is a judgment in L’-monomorphic type theory.

LEMMA 2.7. Leto : L — L’ in SOrd. If a judgment [ is derivable in L-monomorphic type theory,
then the judgment J [o] is derivable in L’ -monomorphic type theory.

Proor. By induction on derivations of 7. O

LEMMA 2.8. Let o : L — L’ be a fulP monomorphism in SOrd. Then a judgment J is derivable in
L-monomorphic type theory if and only if J [o] is derivable in L’ -monomorphic type theory.

Proor. By induction on derivations of . O

2.2 Universe-Polymorphic Type Theory

The essence of universe polymorphism is the ability to consider variable universe levels «, § that
can be instantiated with concrete universe levels (such as natural numbers) or, depending on the
system, other universe level expressions such as max(a, ) + 1. In short, each level context A gives
rise to a universe hierarchy H (A) of level expressions in context A, and thus a H (A)-monomorphic
type theory (where the choice of H determines the valid expressions); substitutions between level
contexts induce maps between monomorphic type theories (Lemma 2.7), and the collection of these
type theories assembles into what we will call H -polymorphic type theory.

What conditions are needed on H to realize this idea? First, the level expressions # (A) must
form a poset; traditionally A is a discrete poset (i.e. a set of unrelated level variables), but in our
setting it is more natural to allow A to be any poset, such as o, f, ¢ < f (a context of two level
variables with a strict inequality between them). { should preserve not only < but also strict
orders <; thus H is a functor SOrd — SOrd.

How do judgments at different level contexts interact? #-polymorphic judgments in level
context A correspond to H (A)-monomorphic judgments; analogously to ordinary substitutions,
level substitutions from A to A’ send level variables in A to level expressions in H(A”). Thus to
transfer judgments from level context A (H (A)-monomorphic type theory) to A’ using Lemma 2.7,
we must lift maps A — H(A) to H(A) — H(A’). Combined with the requirement that level
variables embed into level expressions (A — FH(A)), this amounts to H being a monad:

Definition 2.9. A hierarchy theory (H,n, ji) is a monad on SOrd.

Definition 2.10. Let (H, n, u) be a hierarchy theory, an H -algebra is a pair of a poset L and a map
Eval, : H(L) — L in SOrd that commutes with  and p as follows:

H(Evaly)

L —2— H(L) H(H(L) ——— H(L)
1 Evaly, HL Evalp
L W(L) Evalp L

?Here we mean that o is full as a functor L — L’ between thin categories, i.e. that if ¢(£') <,/ o(¢) then ¢’ < ¢.

Proc. ACM Program. Lang., Vol. 7, No. POPL, Article 1. Publication date: January 2023.



An Order-Theoretic Analysis of Universe Polymorphism 1:7

Definition 2.11. For any hierarchy theory (H,n, 1), we write SOrd” for the category of H-
algebras (i.e. the Eilenberg—Moore category of H). The morphisms between two FH-algebras
(L,Eval;) and (L’,Eval,/) are maps o : L — L’ that commute with the algebras:

H(L) —2D s (1)

Evalp Eval;/

L——F—V0

The Kleisli category is the full subcategory of the Eilenberg—Moore category SOrd” induced
by free H-algebras (H(A), ). Although we will restrict our attention to free H-algebras, for
technical convenience we will nevertheless work with the Eilenberg-Moore category rather than
the Kleisli category of H, because composition in the former coincides with composition in the
base category SOrd, whereas composition in the Kleisli category is usually defined differently.

Notation 2.12. Let (H,n, 1) be a hierarchy theory. We write F¥(A) = (H(A), ) for the free
H-algebra functor SOrd — SOrd” and U (A, Eval,) = A for the forgetful functor SOrd” — SOrd.
The superscripts H in F* and U” may be omitted when they are clear from the context.

Notation 2.13. We write |—| for the underlying carrier object of an algebra. For example, the
underlying object of an H-algebra is a poset.

The monadic structure indeed captures the expected substitution structure: an alternative way
to present monads that is popular in HASKELL involves “return” (the unit 1) and “bind” (which is
poH(-)); the return : A — H(A) stipulates that level variables are universe level expressions,
and the bind : H(A) — (A — H(E)) — H(E) is the lifting of substitutions to functions between
expressions. The monadic laws express the functionality and naturality of variable inclusion and
substitution. The fact that the domain of H is SOrd rather than Set allows level contexts to specify
(strict) inequalities, similarly to MATITA. Therefore, Definition 2.9 precisely captures what we want.

There is one final subtlety before we present the syntax of H-polymorphic type theory (for a
fixed hierarchy theory H). Recall that in functional programming languages, one can understand
prenex type polymorphism as a way of “summarizing” some or all of a top-level definition’s possible
types. For instance, assigning the type Ya.a — a to id = Ax.x expresses that the definiens of id
can be typed a — a for any a. A simple-minded but inefficient way to use id at many different
types would be to replace each use of id with Ax.x during type checking; with polymorphic types,
we can instead determine a suitable instantiation of a — a at each use site of id.

We can likewise understand universe polymorphism as a mechanism for summarizing the possible
universe level assignments of a top-level definition in dependent type theory. Rather than adding
level quantification as a type former, we parametrize our judgments by an additional context of
top-level definitions, the signature X sig,, (Figure 2). Unlike the ordinary typing context A +y T’ ctx
whose declarations x;:A; all take place at the same level context A, every declaration ¢;~A; @A; in
¥ is annotated with its own level context A;.° This allows each top-level definition to record its
own set of level variables and level constraints; whenever a top-level declaration ¢;~A; @A; is used
by a term in level context A, it is under an explicit level substitution ¢{c} that instantiates A; at A.

REMARK. Our signatures play a similar role to the principal schematic, generic definitional contexts
of Harper and Pollack [1991], with the exception that we do not record the definiens of each ¢;. Although

3The notation g;~A; @A; is inspired by modal type theories where @ indicates the mode of a type; however, our development
departs from modal type theory for reasons to be explained shortly.
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the intended purpose of our signatures is to record top-level definitions, our formulation of universe
polymorphism does not require access to definitions—indeed, as discussed above, it can be seen as a
mechanism for avoiding the need to expand definitions. (Conversion checking may require access to
definitions due to type dependency, but this is orthogonal to universe-polymorphic type checking.)

REMARK. One alternative to signatures would be to annotate ordinary variables in T with differing
level contexts, in the style of multimodal type theory [Gratzer et al. 2020] but with level contexts
playing the role of modes; thus T’ would subsume the need for signatures. Our formulation more closely
matches what is used in practice; in particular, we do not wish to consider I1-types whose domains
and codomains live at different universe hierarchies. Furthermore, we want explicit substitutions on
types A{c} to judgmentally behave as ordinary substitutions A[o] (e.g. (U;){i — 0} = Uy), which
in multimodal type theory would correspond to a modality that commutes strictly with every type
former. Such equations disrupt the adjunction between modal types and modal structure in contexts.

The judgments of H-polymorphic type theory are as follows:

o X sig,,.

A +%, T ctx, presupposing A : SOrd and ¥ sig,,.

A; T v, A type,, presupposing A : SOrd, ¥ sig,, A+, T ctx, and £ € H(A)".

A; T v, A = B type,, presupposing as above, A; I' 17, A type,, and A; T +, B type,.
A;T v, e : A, presupposing A : SOrd, X sig,, A F, T ctx, and A; T+, A type..

o A\;T+, e = ey : A, presupposing as above, A; T+, eg : A,and A; T+ ey 1 A

The bulk of the rules for H-polymorphic type theory are identical to the rules for H(A)-
monomorphic type theory (Figure 1) where A is the current level context. For instance:

0 <pimyr £ £ <pmyt € AT v, Atype,
AT v, UL type, AT H N0 (A) type,

Judgments at different level contexts A, E are related by level substitutions ¢, which are mor-
phisms between the free H -algebras F"'(A), F¥(Z) on those contexts:

AT+, A type, o € SOrd™(F"(A), F*(E))
E; T[o] vy, Alo] type,,,,

Put simply, such level substitutions o € SOrd”(F"(A), F¥(Z)) send level variables of A to level
expressions in H (Z). This is because algebra morphisms out of free monad algebras are determined
by their behavior on generators: from any H-algebra morphism o : F*(A) — L, we can construct a
map o : A — |L| = oon,. Conversely, given ¢ : A — |L|, we can construct an H-algebra morphism
o = Eval; o H (o). We thus have an isomorphism between H -algebra morphisms F”(A) — L and
SOrd-morphisms A — |L|, as summarized in the diagram below:

H(H (D) —22 s (L))

Ha H(o) Evalp

L

H(D) ——— |L|

A

1A

A
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Signatures Y= 3 ¢~A@A

Terms e=...|¢{o}

3 sig,, A+ Atype, c¢x 2(c) = A@A’ o € SOrd”(F(A'), F(A))
- sig,, 2, c~A@A sig, AT+ ¢{o} : Alo]

(¢{oD[8] =¢{é o0}
Fig. 2. Rules for signatures (top-level definitions) in H-polymorphic type theory.

The remaining rules of H-polymorphic type theory (in Figure 2) govern signatures: as we have
already discussed, signatures ¥ are contexts in which the type of each variable ¢ is at a different
level context A, and therefore the “variable rule” for ¢ builds in an explicit level substitution o.

REMARK. Mathematically, much of our theory remains sensible if we consider non-free H -algebras,
corresponding to level substitutions defined to map non-variable expressions to other expressions, such
asa+ 2w B +42. In addition to being semantically unusual, we believe such substitutions would be
(in general) inefficient in practice. On the other hand, such a generalization allows us to consider level
contexts with strict inequalities between arbitrary level expressions, which seems potentially useful.

Example 2.14 (Traditional level polymorphism). A simple universe-polymorphic type theory,
with level variables a, f3, . . ., concrete universes indexed by N, and no other level expressions, is
H-polymorphic type theory for the Either monad H = Either N. The intuition is that a level is
either a variable or a concrete level (“error code”), and level substitutions (monadic computations)
can send variables to either variables or concrete levels, but can never affect concrete levels. Writing
1; : Lj = Lo L L; for the ith coproduct injection:

H(A) :=AIIN na(@) = 1(a)
H() (@) = 1,(f(a)) Ha(to(£)) =€
H(f)(L(n)) =u(n) pa(t(n)) = 1,(n)

The fragment in which A = 0 is the N-universe-monomorphic type theory of Example 2.2.

Example 2.15 (Semilattice of levels). Universe levels in LEAN and AGDA are populated by level
variables, zero, suc(—), and — V — (maximum) operations satisfying a handful of laws: zero and v
form a bounded join semilattice, suc distributes over V, and « V suc(a) = suc(«).

These proof assistants do not directly fit into our framework for two reasons. First, unlike us,
AGDA internalizes the type of universe levels; however, our signatures of top-level definitions
capture the essence of internal prenex level quantification, in that each definition generalizes over
(and can be instantiated with) a collection of universe levels.*

A more serious issue is that accurately capturing the behavior of V in these systems requires us to
model universe lifting U; — U; and universe membership ; : U; via two different relations, rather
than as the non-strict < and strict < orders associated to a single relation as we have done above. To
see why, observe that we want @ < a V f3 to ensure that we can lift 17/ : U, — U,y . But neither
a strict inequality (¢ < @ V f) nor an equality (o = @ V f) gives us the correct notion of universe
membership: the former implies U, : U,y g, which under § — « yields the inconsistent 2, : U, by
a V a = a, whereas the latter under f§ +— suc(«) implies @ = suc(«) by @ V suc(a) = suc(a).

4Our framework does not capture AGDA’s non-prenex level quantification.
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In Section 5.1 we discuss a modification to our framework that decouples the non-strict/lifting
and strict/membership relations, but for the moment we can instead approximate these systems by
restricting what lifts exist. Setting aside zero and suc for simplicity, we can define H(A) to add
“formal joins” to A as follows:

Given a finite subset = of a poset A, define the “tip” elements of = as the set

Tips,(E) :={a | @ € E and =3f.(a <, f)}
and define the poset P*(A) of finite subsets of A containing only tip elements as follows:
|B*(A)| := non-empty subsets of A of incomparable elements
E <gtn) © & VoaeE 3P0, a <, p

The elements of P+ (A) represent non-empty formal joins of elements of A, subject to the limitation
described above: concretely, the formal join of E may not be <y+,, the formal join of © even if
E C O. (We exclude the empty set because it would be < itself.)

Using these formal joins, we define a universe hierarchy monad as follows:

H(A) =P*(A)
H(f)(E) = Tips({f(a) | « € E})
ma(a) = {a}

pa(P) = Tips(UzepE)
We sketch the proof that H is a monad:
o H(f) preserves the strict order <;,: Suppose £ < © and f is <-preserving; it suffices to show

H()(E) < H(f)(O). Choose any a’ € H(f)(E), and show there exists ' € H(f)(O)
such that o’ < f’. For any o’ € H(f)(E), there exists « € Z such that o’ = f(«). Then,
because Z < O, there exists § € © such that @ < f. Therefore, there exists f” € H(f)(O)
such that f(f) < f”’,and o’ = f(a) < f(B) < p” because f preserves the order a < f.

e JH(id) is the identity, and 9H(—) preserves composition.

e 1, preserves the strict order: if @ < f € A, then {a} < {f}.

o 1, preserves the strict order: if P < Q € P(P*(A)), for any « € p,(P), there exists £ € P
such that a € Z. Because P < Q, there exists © € Q such that E < ©. Therefore, there exists
f € © such that a < f, and ' € ps(Q) suchthat e < f < .

In Section 3 we will discuss our primary examples of universe-polymorphic type theories, those
arising from McBride-style stratification.

2.3 Consistency of Generalized Universe Hierarchies

The universe-monomorphic and -polymorphic theories presented in this section include some rather
unusual universe hierarchies as instances, e.g. infinite descending chains of universes (Example 2.3).
One may therefore reasonably wonder whether these systems are consistent: type theorists typically
establish consistency via some kind of model construction which uses the well-foundedness of the
universe hierarchy as the basis of an induction order [Kovacs 2022].

In this section we prove that any H-polymorphic type theory is as consistent as standard
(monomorphic) type theory with N-indexed universes, essentially because any given proof can
only mention finitely many universes, allowing us to interpret those universe levels as natural
numbers while preserving the strict order. We therefore argue that type theorists should break
the longstanding tradition of equating syntactic universe levels with the induction order used in
building semantic models: the former need not even be well-founded (as in Examples 2.3 and 2.4).
The key to consistent syntax is simply irreflexivity, that is, preventing 2 : 2.
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LEMMA 2.16. Let L be a poset. For any derivation © in L-monomorphic type theory, there is a finite
poset L', a full monomorphism o € SOrd(L’, L), and a derivation ®’ in L’-monomorphic type theory
such that ®'[c] = D.

Proor. Let L’ be the subobject of L containing those universe levels that index type judgments in
D, and let o be the inclusion L’ — L. The poset L’ is finite because inference rules in L-monomorphic
type theory mention only finite numbers of universe levels, and derivations consist of finitely
many inference rules. We obtain the L’-derivation D’ by replacing all levels £ € L in ® with their
preimages in L’. By construction, D'[c] = D. O

We can then relate the consistency of H-polymorphic type theory to that of N-monomorphic
type theory in a series of steps:

LEMMA 2.17 (CONSISTENCY OF UNIVERSE-MONOMORPHIC TYPE THEORY). For any poset L, if L-
monomorphic type theory is inconsistent, then N-monomorphic type theory is inconsistent.

Proor. Suppose there is a derivation D of - +, e : 07 in L-monomorphic type theory. By
Lemma 2.16, there is a derivation of - +,, ¢’ : 07 in L’-monomorphic type theory for some finite L’
and some term e’. But any finite L’ : SOrd admits a morphism L’ — N, and thus by Lemma 2.7,
there is a derivation of - -, ¢’ : 0" in N-monomorphic type theory for some term e”’, which is to
say that N-monomorphic type theory is inconsistent. O

LEMMA 2.18. For any hierarchy theory H, the judgment A; T +,, e : A is derivable in H -polymorphic
type theory if and only if T vy, e : A is derivable in H (A)-monomorphic type theory.

Proor. By induction on the derivation. O

THEOREM 2.19 (CONSISTENCY OF UNIVERSE-POLYMORPHIC TYPE THEORY). For any hierarchy theory
H, if H-polymorphic type theory is inconsistent, then N-monomorphic type theory is inconsistent.

Proor. Suppose the judgment A; -+, e : 0" is derivable for some poset A and some term e in
H-polymorphic type theory. By Lemma 2.18, H (A)-monomorphic type theory is inconsistent, and
thus by Lemma 2.17, N-monomorphic type theory is inconsistent. O

3 CRUDE BUT UNIVERSAL STRATIFICATION

McBride has proposed displacement as a “crude but effective” mechanism for universe polymorphism,
in which top-level definitions are written in a monomorphic fashion but can be uniformly lifted
(—)" at their use sites to higher universe levels [McBride 2002, 2011]. For example, a user might
define the (type-)polymorphic identity function at Uj:

id : [Taag (A — A)
To apply this function to a type in U, we can lift, or displace, the entire definition by n universe
levels, yielding:
1d" : [Taa, (A — A)
Thus one writes id" (2,)(A) to apply the identity function to A : 2, using the fact that 2 : ;.

Rather than considering displacement f}! to “substitute 1 for 0, we can understand McBride’s
scheme as implicitly indexing each top-level definition by a single universe level o, where

;- Fid%: I—[A:ua(A — A)
Then displacement (—)" performs the level substitution [ + « + n], and uses of top-level
definitions implicitly instantiate [a + 0]. More abstractly, one might imagine universe levels as

pairs of a level variable & with a natural number n denoting the total displacement of the variable
a; then (=) sends the universe level (o, m) to (&, m + n).
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REMARK. The more abstract reformulation above can be understood through the lens of Cayley’s
theorem, which establishes an isomorphism between a group G and the multiplication action of G on
itself (as a subgroup of the automorphism group of |G|), in this case regarding n € N as addition by n
Aa.a + n. This functional interpretation will prove a useful conceptual leap toward richer level systems.

In the remainder of this section, we generalize McBride’s displacement operation, then prove
that any hierarchy theory H can be understood as an instance of this generalized displacement.

3.1 Algebras of Displacements

We will start by rephrasing N-displacement as a hierarchy theory (a monad on SOrd); then, we will
investigate what is the minimum algebraic structure needed to perform displacement for a non-N
poset. Our displacement monad is defined in terms of the following construction:

Definition 3.1 (Left-invariant right-centered product). Given posets A and B and an element b € B,
their left-invariant right-centered product A <, B is the following poset (defined via its strict order):
|A >, B| := |A| X |B|
(a1,b1) <ays (a2,b2) &=

(a; = az and by <z by) or (a; <4 az and by <z b <y by)

REMARK. The strict order <4, is the least relation generated by:

(1) (a,by) < (a,by) foranya € A and any by <z b, € B.

(2) (a1,b) < (az,b) foranya; <, a; € A whenb € B is the given element (the center of B).
Condition (1) expresses the constraint that the level o + 10 should be greater than a + 5. Condition (2)
states that displacement should respect the strict order of A when at the center of B; this is needed to
define the unit n of the hierarchy theory. The center is intended to represent the identity displacement;
the reason why we restrict condition (2) to the center of B (rather than arbitrary elements of B) is that,
later in Section 3.4, a critical construction used in the proof of Lemma 3.8 will not necessarily preserve
the strict order (2) for non-center elements of B. (See the remark on Page 17.)

Using Definition 3.1, we can express N-displacement as the following “McBride monad” M:

M(A) = A, N
M(o)(a,n) = (o(a),n) (functoriality)
na(a) = (a,0)

ﬂA((as n1)> ”2) = (0.’, ni + nz)

5«

The monad M already generalizes McBride’s “crude but effective stratification” from operating
only on definitions parameterized by a single level variable a, to terms parameterized by arbitrary
level contexts A. What about generalizing N? The necessary components are a set of displacements
D with a partial order <,, a binary operator « on 9, and an element * € D (likely a unit).
Thus, suppose that instead of (N, +, 0, <) we have an arbitrary pointed magma with a strict order
(D, », %, <), and we build the following candidate hierarchy theory M,y:

M@(A) =A [ D
Mo (f)(a d) = (f(a).d)
Ma(@) = (&, %)
pa((a, dy),dz) = (a,dy +dy)

Under what conditions on (D, », %, <,) is M, a hierarchy theory?
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e M, must be a functor SOrd — SOrd, i.e. for any <-preserving map f : Ay — Ay,

Mo (f)(a.d) = (f(a),d)

should preserve the strict order of A; <, D. Suppose (a,d) < (f,e); we need (f(a),d) <
(f(B), e). Unfolding the definition of x,, there are two cases to consider:
(1) @ = pand d <, e. The condition already holds by the functoriality of f.
(2) @ < pand d <, * <, e. The condition already holds because f is <-preserving.
We also have to check that M, (—) preserves identity and composition, which is immediate.
e Functions 1, already preserve the strict order by the definition of %,. For any a; <, a;, we
have (a1, %) <p (az, %) € A %<, D under no additional hypotheses.
e Functions y, must also preserve the strict order. Suppose ((@,d;),dz) < ((B, e1), e2); we need
(a,dy »dy) < (B, e1 * e3). By the definition of ,, there are three cases:
(1) @ = B, d1 = e1, and dy <, e;. The condition holds if (d; * ds) <, (e; * e;); that is, if the
order <, is left-invariant with respect to the operator e.
(2) @« = p,d; <p e1,and d; <p *x <, ep. Thanks to transitivity, the condition holds if % is a
right unit of « and the non-strict order <,, is left-invariant with respect to the operator « (a
condition weaker than the strict order <, being left-invariant):

(diodz) <p (diox) =di <p er=(e12%) <p (e1°€2)
(3) a < f,d; <p *x <p e1,and dy <, * <y €. The condition holds if (d; «dz) <, * <, (e1v€2),
which in turn holds if % is a right unit and <,, is left-invariant:
(diody) <p (dio%) =di <p *x <pe; = (e12%) <p (e1°¢€2)
or alternatively if % is a left unit and <, is right-invariant:
(diody) <p (kedy) =dy <p *x <p ez =(k*e3) <p (e1°¢€2)

e 5 and p are natural transformations immediately by definition.
o The monad laws require o M(p) = p o pyy and pro M(n) = p o nyy = id. Unfolding
definitions, these assert that « is associative and * is a (left and right) unit of e.
In sum, M, is a monad when (D, , %, <,,) satisfies the following properties:

(1) The binary operator » is associative.

(2) The element * is a unit of the operator e.

(3) The strict order <y, is left-invariant with respect to the operator .
We have mechanized the above statement in AGpa. Magmas satisfying the non-strict version of
condition (3) are known as left-order magmas [Ha and Harizanov 2018], and thus the algebras we
consider might reasonably be called strictly-left-order monoids. (They are almost ordered monoids,
except that the weak order is not necessarily right-invariant with respect to the binary operator.)
Due to the central role of these algebras in our work, we will simply call them displacement algebras.

Definition 3.2 (Displacement algebra). A displacement algebra is a monoid with a partial order
(D, », %, <) such that the strict order <4, is left-invariant:

di <pdy = (dedy) <p (dedy) foranyd € D

McBride’s original displacement operation corresponds to the displacement algebra (N, +, 0, <).
In Section 3.4, we will argue that displacement algebras capture the essence of hierarchy theories,
including ones that are not obviously instances of M, for some D.

REMARK. McBride [2002] was already aware that any class of strictly monotone displacements with
identity and composition suffices for “crude but effective stratification.” Our contribution is a much
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more careful analysis of his idea within our framework of universe hierarchy monads: we show above
that these conditions are not only sufficient but also necessary for appropriate universe polymorphism.

3.2 Augmented Displacement Algebras

5«

We have just seen that McBride’s “crude but effective stratification” can be implemented using any
displacement algebra (D, «, x, <). In practice, however, it may be useful to place several additional
conditions on displacement algebras:

Right-invariance of <. One might expect that substituting a larger universe level into a level
expression does not make the resulting expression smaller. This condition is not needed for
the correctness of the type theory, but may be more intuitive to users. A displacement algebra
D enjoys right-invariance of < if and only if (D, <) is also an ordered monoid.

Joins. A join operator on displacements is useful for levels involving multiple variables. Note
that this is not the join operator on whole level expressions, but only on displacements.

Bottom. A bottom element L corresponds to a minimum displacement. Note that this might
not be the unit of ¢, though in McBride’s setting 0 € N plays both roles. Having L allows
us to define a join operator on lexicographically ordered tuples, setting the join of the pairs
(d1,e1) and (d, e2) to be (d; V dy, L) when the join of the first components, (d; V d,), is
strictly greater than both d; and d,. We have not found L useful in other situations.

Constants. N-displacement has displacement by a constant (Aa.a + 10), but not displacement
to a constant level (Aa.10). We do not believe these truly constant displacements are useful;
that said, in Section 3.3 we provide a general construction of truly constant displacements.

Successors. A successor operator gives the minimal level ¢ + 1 containing the type U,, which
is helpful for type inference. However, many of our examples do not admit successors.

In Section 3.3 we will consider examples with a join operator, a bottom element, or truly constant
displacements. We adopt the following terminology:

Definition 3.3 (Displacement semilattice). A displacement semilattice D is a displacement algebra
equipped with a join operator “v” with respect to its non-strict order.

3.3 Examples of Displacement Algebras
We now present a handful of examples of displacement algebras, starting with more familiar ones.

All the examples have been mechanized in AGpA and shown to satisfy the axioms of displacement
algebras (Definition 3.2).

3.3.1 Natural Numbers, Integers, and Non-Positive Integers. (N, +, 0, <) along with 0 and max is
a bounded displacement semilattice. This arguably matches the conventional universe levels the
best. (Z,+,0, <) along with max is a displacement semilattice, and both its non-negative (N) and
non-positive fragments are its displacement subsemilattices.

3.3.2 Constant Displacements.

Definition 3.4. A right displacement-action of a displacement algebra 9 on a poset S is a set
function f : |S| X |D| — |S] that:
Respects unit: f(s)(*x) =s;
Respects composition: f(s)(d+d’) = f(f(s)(d))(d’); and
Respects the strict order of D: d <, d = f(s)(d) <5 f(s)(d").
Suppose we have a displacement algebra D, a poset C (“constants”), and a right D-action f on
C. We may construct a displacement algebra D™ = (| D™, o, %, <) as follows:

|D] = |D L |C]
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_eule) =u(c)
1o(d) o 15(d") = 1,(d op d’)
() * 1(d) = 1(f(c)(d))
* = 1(%kp)
d<d e (d=1(d)andd =1(d')andd <, d)
or (d=1(é)andd =1, (¢')and ¢ <. &)

Definition 3.5. A right displacement-action of D on S is weakly right-invariant if a < b implies
that f(a)(x) < f(b)(x) for every a,b : |S| and x : |D|.

If D is an ordered monoid and f is weakly right-invariant, then D" is also an ordered monoid.

3.3.3 Binary Products. Suppose we have two displacement algebras 9 and D,. We may construct
a new displacement algebra D = (|D|, s, %, <) as follows:

| D] == |D1| X |Ds|
(d1,dy) = (di, dé) = (dy *n, d{, d; *n, dé)
* = (kp,, *p,)
(di,dz) < (d},dy) & di <p, djand d; <y, d,
If both D; and D, are ordered monoids, so is D. If both D; and D, have a bottom element, so
does D. If both D; and D, have joins, so does D.

3.3.4 Lexicographic Binary Products. Suppose we have two displacement algebras D, and D,. We
may construct a new displacement algebra D = (|D], , %, <) as follows:

|D] = | D] x | Dy
(di,dz) « (d}, d3) = (di *p, d,d3 0, dy)
* 1= (%p,, *p,)
(di,dy) < (d},d}) & di <p, djor(d; =dj and d, <, dj)

If both D; and D, have a bottom element, so does D. If both D, and D, have joins and D, has a
bottom element, D has joins as follows:

(dyvdi, Ly,) di <dyVvdjandd; <d; Vvd]

(dyvdi, dy) di=dyVvdjandd] <d; Vd]

(dyvdy, d3) di <dyvdjandd] =d; vVd]

(divd;,dyvd,) dy=dyVdjandd] =d; Vd;

(di,dz) V (dy, dy) =

3.3.5 Infinite Products. Suppose we have a displacement algebra . We may construct a new
displacement algebra D> = (|D>|, », %, <) as follows:

|D*| =N — |D]|
ded = A2(i:N).d(i) *» d’ (i)
* = A(i:N) . xp

d<d < Vid(i) <d (i)

If D is an ordered monoid, so is D=, and if D has a bottom element (resp., joins), so does D*.
In practice, one can limit d € D to functions which are nearly constant except for only finite
entries (that is, there exists d* € D such that for only a finite number of i, d(i) # d*); such
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functions constitute a bounded displacement subsemilattice for which equality is decidable. One
can further fix d* to be x,, i.e., restrict to functions with finite support, which form a displacement
subsemilattice (that in general lacks a bottom element).

3.3.6 Prefix Displacements. Given any set S (with decidable equality, if in a constructive setting),
we may construct a displacement algebra D = (|D|, s, %, <) as follows:

|DP| := List(S)
d+d = Concat(d,d’)
* = Nil

d<d & disaprefixofd

D has a bottom element Nil. This example is inspired by thread forking in concurrent programming,
where the universe at level ¢ represents the types inherited from its parent (prefix) threads. Spawning
a child thread corresponds to appending a fresh symbol to the end of the list, and the universe
hierarchy prevents access to types in its siblings. We do not have a particular use case of prefix
displacements in mind in the context of theorem provers, but displacement algebras are flexible
enough to include them as instances. Note that the join operation is by design not definable, because
the larger universes (descendant threads) diverge.

3.3.7 Fractal Displacements. Suppose we have a displacement algebra 9. We may consider its
lexicographically ordered infinite products as a new displacement algebra D™ = (|D™[, ¢, x, <):

|D™| := NonEmptyList(|D|)
Cons(dy, Nil) « Cons(d], d;) = Cons(d; *5 d}, d})
Cons(d;, Cons(d,, ds)) » d’ := Cons(d;, Cons(dy, d3) *d’)
* := Cons(%y, Nil)

Cons(dy, Nil) < Cons(dy, —) =d; <, d]

Cons(d;, Cons(—, —)) < Cons(d;,Nil) :=d; <, d]

Cons(d;, Cons(dz, d3)) < Cons(d;, Cons(d;, d3)) :
d1 <, dj or (d; = d] and Cons(dy, ds5) < Cons(dy,d;))

This algebra embeds the entire universe hierarchy as sublevels between any two universe levels.
As an analogy, one can embed the real line into the segment between 0 and 1. Each displacement is
a list of displacements at different magnitudes, from the most significant to the least.

3.3.8 Opposite Displacements. Suppose we have a displacement algebra 9. We may construct a
new displacement algebra D® = (|D®|, «, %, <) as follows:

|D*| = D]
ded =depd
* = kp

d<d = d>,d

If O is an ordered monoid, so is D. This example demonstrates that we can freely flip the order
of displacements, making the larger universes become the smaller ones.
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3.4 Universal Hierarchy Theory

We now prove that any hierarchy theory H (over a small collection of small generating level
contexts) embeds into a hierarchy theory of the form M,, (Theorem 3.10). Therefore, our generalized
notion of “crude but effective” displacement is sufficiently expressive to capture all universe
hierarchy theories. The main idea behind our construction is that we can represent (in the category-
theoretic sense) any hierarchy theory by a collection of endomorphism monoids, verifying first
that these endomorphism monoids form displacement algebras.

Definition 3.6. Let H be a hierarchy theory and A be a poset. We write D7’ for Endog,  (F"(A)),
the endomorphism monoid of F*(A), equipped with the pointwise (non-strict) order:

| D7 := SOrd"™ (F"(A), F™(A))
ged=000
* = IFW(A)

0 Sy 6 & Vael, o (1a(@)) <gay 6(na(@))
LEMMA 3.7. For any hierarchy theory H and poset A, DX is a displacement algebra.

Proor. The strict order of DY is left-invariant because all morphisms preserve strict orders. O

REMARK. The strict order is not right-invariant! When o < 8, we know a(n,(a)) < 8(n,(a)) for
some a € A, but not a(ny(a’)) < 8(na(a’)) for a different &' € A, not to mention o+ p < 5« p for
an arbitrary p € DY This is why displacement algebras (Definition 3.2) only require left-invariance.
One special case is p = %, which does imply o« p < § * p, and this case has led to right-centeredness
in the left-invariant right-centered products (Definition 3.1). We need right-centeredness to make the
McBride monad MDZ{ a monad, but not more than that because D}’ might not support more equations.
That is, to show that a construction based on a left-invariant right-centered product is a monad, a
displacement algebra suffices, but a construction based on a product with general right-invariance will
in turn require the underlying displacement algebra to be right-invariant with respect to its strict order.

To claim that we can embed a hierarchy theory H, we need to embed both the elements of
JH-algebras and the morphisms between them. The embedding involves two steps:

(1) Under reasonable assumptions, there is a large enough free algebra F*(A) whose endomor-
phisms and elements can embed all morphisms and elements from small free algebras.

(2) Endomorphisms and elements of F”(A) can be embedded into those of FM2 (¥) for some D
and ¥, where M,, is the “generalized McBride monad” for the displacement algebra D.

We show the second step first because it is easier. Definition 3.6 takes care of the endomorphisms,
but we have to embed elements of the H-algebra, too. Thus, we consider {O} II A LI A instead
of just A to give us extra room to embed elements of the H-algebra as endomorphisms. In the
following lemma, the embedding of endomorphisms is formulated as a functor T and the embedding
of elements is formulated as a natural transformation v so that the square on the right commutes:

FY(A) ——% 3 F(A) H(A) —2E s i (a)
VE(A) VF(A)
M T(a) My U(T(a))
Fro(g) — %y pro () Mo(#) —2T s A ()
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Fig. 3. A visualization of the “dodging” in the proof of Lemma 3.8

LEmMa 3.8. Let (H,n, 1t) be any hierarchy theory, A be any poset, { O} be any singleton set, and ¥
be any non-empty set.” Let D be the displacement algebra DI s There is a functor T from the full
subcategory of SOrd™ on the object F*(A) to the full subcategory of SOrd™? on the object F*'2 (¥).
Moreover, there is a natural transformation U" — UM? o T, and if H preserves monos, T is faithful.

The idea behind {O} LI AL A is that {<O} is for embedding elements (not endomorphisms) of the
free H-algebra. The distinguished variable & can be mapped to those elements, using the variables
in the first copy of A. The first copy of A is where subsequent substitutions happen and is where
we should embed endomorphisms. The second copy of A is a buffer to prevent the original first
copy of A from colliding with the variables in embedded elements: when an embedded element is
using the first copy of A, the original first copy of A “dodges out” into the second copy of A. Such
dodging is needed for the embedding to commute with the application of endomorphisms. Figure 3
is a visualization of the dodging: The left-hand side represents the composition of embedded ¢ and
embedded o, while the right-hand side represents the embedding of #[c]. Both sides must agree. If
the first copy of A (in blue) did not dodge out on the left-hand side, it would be further affected by
the embedded o, while the first copy of A on the right-hand side will never be affected by o.

Proor. Let A* = {¢G} LT A LI A. T must send all objects to F*2 (¥). For morphisms, we will first
embed o € SOrd”(F(A), F(A)) into SOrd™(F(A%), F(A")) as T’ (o). Because we only work with
free algebras, we can uniquely specify T’(o) by considering & = T (o) o n,+ € SOrd(A*, H(A*)):

7 (1(©)) = nar (1,())
a(u(a)) = H(u)(o(n(a)))
o (2(@)) = N (12(a))
Then, the T’ (o) can be defined in terms of & such that ¢ = T"(0) o pu+:
T'(0) = py 0 H(0)
With the help of T’, we are ready to define T(c) € SOrd™? (F(¥), F(¥)) as follows:
T(G) (Ct’, d) = (0{, T,(O.) *D d)
We need to show that T(o) preserves the strict order of M, which is generated by these two:

(1) (a,dy) < (a,d;) forany @ € ¥ and any d; < dy € D.
(2) (., 1p914) < (B, 1pp(,) forany a < g € V.

The first holds because <, is left-invariant. The second holds vacuously because ¥ is discrete. (If ¥
is not discrete, then we would need to show (o, T’ (¢)) < (f,T’(0)), which is in general false.)

SA set is a discrete poset.
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Identities. Suppose ¢ = id ). We will consider id = T’(id) o 5+ that uniquely determines T’ (id):
ido Ly = Na+ O &y
idor, =H(1)on, =nwou

idoy, =nu oy

Therefore id = na+ and so T’ (id) = id. Consequently T(id) = id as well, because:
T(id) (e, d) = (o, T’ (id) *p d) = (a,id *p, d) = (a,d)

Composition. Suppose we have endomorphisms 7,5 € SOrd”(F(A), F(A)). We want to show
that T(6 o o) = T(5) o T(o). First, we expand both sides by their definitions:

T(§oo0)(a,d) = (a,T'(§00)*pd)
T(8)(T(0)(a,d)) = (&, T'(5) *p T'(0) *p d) = (a, (T'(6) 0 T'(0)) *p d)

It suffices to show T’ (0 0) = T'(5) o T’ (o). Note both sides are determined by their precomposition
with the monad unit 1,+. Consider an input @ € A* to the precompositions with ,+:

e For a € Im 1, it suffices to consider the further precomposition with ;:
T'(§ooc)onwon=H(y)odooon,
T'(8)oT (6)onm o, =T (8) oH(1) o0,
=y oH(8) o H(1) o 5o,y
=ppoH(@Bon)ogon,
= pr o H(H (1) 0 Somn) oo o,
=H(i) 0800 0n,

e Otherwise, @ must be 1,(<¢) or 1,(a’) for some a’ € A. In either case,
T'(6 0 o) (na+ (@) = mar (@) = T"(8) (na+ (@) = T (S)(T" (o) (na+ ()

Natural transformation. Let ¢ be a fixed element in ¥. For £ € H(A), we will define an element in
D and thus an element in M, (¥). Elements in D are uniquely determined by their precomposition
with n,+; similar to how we defined T” (o) via o, we first define £ € SOrd(A*, H(A*)):

£(1(0)) = H(u)(0)
(1 (@) = e (1())
1(1()) = Ny (1())
Then, the element in 9 we want is y,+ o H (£). That is, the universe level ¢ is mapped to
0= (8, par o H(£)) € Mp(F)
We claim the mapping v : £ > £ forms a natural transformation from U” to UM? o T:
e vis <-preserving. Suppose ¢ < £. By construction, £’ () < £(e) for all @ € A* and
U (1(0)) = < = 0(1(0))

Therefore, v(¢') = £’ <, £ = v(£').
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e v is natural. Suppose we have ¢ € SOrd”(F(A), F(A)).
v(0(£)) = (%, s 0 H(a(0))
T(0)(v(£)) = T(a)(#, iy 0 H(£))
= (0. T'(0) 0 py+ 0 H(0))
= (&, pip+ 0 H(3) 0 pyr o H({))

It suffices to show that piy+ oH (0(£)) = piy+ oH () o pip+ oH (£) € D. Because these morphisms
are between free H-algebras, it suffices to compare their precompositions with 7,+:

Ha+ © W(W) O M+ = @
fixe © H(G) o pixr 0 H(E) 0 s = piye 0 H(3) 0 &
— For variables a = 1,(O) € A*,
a(0)(1(©)) = H (1) (a(0)
(ke © H (@) © £)(16(0)) = (py+ 0 H (@) (H (1) (£))

= (par 0 H (0 0 1,))(£)
= (par o H(H (1) 0 5 0 1a)) (£)
= (H(u) o 0)(0)

— For variables @ = 1,(a’) € A* where a’ € A, consider the further precomposition with i;:

@ Ol =1ar 0L
ppr oH(T) o lo, = oH(T)ompr 01, =G0 1, =N 0L,

The intuition is that variables in the first copy of A have dodged into the second copy.
— For variables @ = 1,(a’) € A" where o’ € A, the proof is similar to the above case. The
intuition is that the second copy of A will never be affected by subsequent substitutions.

Faithfulness. For parallel 0,6 € SOrd”(F(A), F(A)) such that T(c) = T(6), we have T'(0) =
T’ () as the second components of T(—). Therefore,
H()ooon, =T (o) ong oy =T (8) onur o, =H(1)odon,

If H preserves monos, H (1,) is monic and o o5, = § o i,; thus o = §, which means T is faithful. O

With Lemma 3.8, what remains is the embedding of morphisms between small free H-algebras
and their elements into endomorphisms and elements of a large enough free H-algebra. The
following lemma does exactly that, where the larger algebra is essentially generated by [[; A;, the
disjoint coproduct of generators of small free #{-algebras. Similar to Lemma 3.8, embedding of
endofunctors is phrased as a functor T and that of elements as a natural transformation v:

U(a)

F(A)) —2—— F(A)) H(A;) ————— H(4))
VR(A) VE(A})
F(A) — 29 p(a) FH(n) —LTD s qrp)

Note that we will use the same “dodging” technique in Lemma 3.8 but with infinitely many
copies of [[; A; instead of just two. In Lemma 3.8, we could afford the collision of the first and the
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second copies of A when embedding elements as the second copy of A will never be used, but here,
in order for the embedding of morphisms to be functorial (in particular, preserving isomorphisms),
no collision can happen due to dodging. This leads to the scheme of using infinitely many copies
[1,en LI; Ai to embed morphisms without collision. As an analogy, the infinite dodging is similar
to how guests can always make space for a new guest in Hilbert’s infinite hotels by moving to their
successor rooms. We also have to move those guests back to their original rooms (the predecessors)
when the new guest checks out, so that the resulting map can be an isomorphism.

LEmMMA 3.9. Let (H,n, 1) be any hierarchy theory and {A;}; be a small collection of small posets.
There is a functor T out of the full subcategory of SOrd” induced by the free algebras {F"(A;)};
and into the full subcategory of SOrd”™ with one object F*(]|,cn L1; Ai). Moreover, there is a natural
transformation from U™ to U™ o T, and if H preserves monos, T is faithful.

Proor. Let A = [],cn LI; Ai- The functor T must map all objects to F(A). For morphisms,
suppose we have o € SOrd”(F(A;), F(A;)). Because we only work with free H-algebras, we can
uniquely specify T(o) by considering 6 = T(0) o 5, € SOrd(A, H(A)):

H(t,01;)(o(na, ()  ifa=1(1(a’)) for some o’ € A;

5(a) Na (1, (') ifa =1,,(a’) for some o’ € Imy; \ Im
o(a) =
Na(t (@) ifx =1,(a’) for some o’ € Imy; \ Imy,
na(a) otherwise

We shall show & preserves the strict order so that & € SOrd(A, H(A)). Suppose @ < f € A. Due to
the disjointness of [ [,,cn L1; Ai, the elements o and  must belong to the same case in the above
definition. Thus, we only have to check whether every case locally preserves the strict order:

e If both a and g are in Im(y, o 1;), we know H (s,), H(1;), o, and ,, are all <-preserving.
e For all other cases: 1, and 1, are <-preserving.

Then T (o) can be defined in terms of ¢ such that ¢ = T (o) o n,:
T(0) = pp o H(5)
T (o) preserves the H-action because the actions of free H-algebras (namely p,) are natural in A.
Identities. Suppose i = j and o = idg,,. We consider id = T(id) o 7,, which uniquely determines
T(id). For & € Im(y, o 1;), it suffices to consider the precomposition with i, o ;:
ido 01, =H(tyo01) 0 ideusy o = Mot oL,
Otherwise, if & ¢ Im(y, o 1;), the function id still agrees with n, because Im;, = Im; and only the

last case of the definition applies. We conclude id= s and thus T(id) = id,.

Composition. Suppose we have o € SOrd” (F(A;), F(A;)) and § € SOrd”(F(A;), F(A)). We will
show T(§ 0 0) = T(8) o T(0), using repeatedly the fact that morphisms out of free #-algebras are
determined by their precomposition with 7,.

e For a € Im(y, o 1), it suffices to consider the precomposition with ¢, o i;:
T(doo)onyool=H(ou)odoaon,,
T(0)oT(o)onuoot,=T(6)oH(,01) 0000,
= o H(S) o H(wor)oaon,
=moH(So,oL)oa0m,
— o H(H(01) 0807, ) 0 a0,
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:ﬂ([oolk)o5oaoin

o Let a = 1,(a’). Except for the above case, T(0), T(5) and T (8 o o) essentially only change
the index n (for [],,cy - . .) depending on the membership of &’ in Imy,, Im 1, and Im ¢;:

Membership o 1 doo
o elmi;;, o e€lmy;, o €lmy n+l—n+l n+l—n+l n+l>n+l
o elmi;;, o €lmy;, o ¢Imy n+l—n+l n+ln n+le—n
o' €elmi;, o ¢Imi;, o €Imy n+ln n—n+l n+l—n+1
o e€lmi;, o ¢Imy;, o' ¢lmy n+ln ne—n n+len
o' ¢Imy, o' €lmy;, o €elmy n—>n+1 n+l—>n+l1 n—>n+l
o ¢Imy, o €lmy;, o ¢Ilmy, n—n+1 n+le—n nen
o ¢lmy;, o' ¢Imy;, o €lmy n—n ne—n+1 ne—n+1
o ¢Imy, o ¢Imiy;, o ¢Ilmy, n—n n—n n—n

For example, if a = 1,,,,(a’) for some &’ € (Im; N Imy) \ Im¢; (which is the third row),

T(8 0 0) (s (tan(@))) = Ma(tw (@) = T(8) (na (1 (")) = T()(T(0) (Ma(tnr(@'))))
Natural transformation. The maps H (1, o 1;) form a natural transformation from U* to U o T
because, for any o € SOrd” (F(A;), F(A))),
T(o) o H(t,0;) = py o H(T) o H(s01;)
=poH(@oo)
= g o H(H(y01) 0 50,
=H(pot)oo

Faithfulness. For parallel o, § € SOrd”(F(A;), F(A;)) such that T(o) = T(9),
H(wo)ooon, =T(a)onmonoy=T(6)on ooy =H(por)odon,,
If H preserves monos, H (1, o ;) is monic and ¢ o 1j,, = § o n,, and ¢ = §; thus T is faithful. m]

REMARK. We have optimized the formulations of Lemmas 3.8 and 3.9 for comprehensibility; if one
instead wishes to reduce the size of D, there are at least two possible modifications one can make:

o The functor in Lemma 3.9 was carefully constructed so that it works even ifIm 1, and Im 1; overlap,
so long as every A; is a decidable subobject® of some fixed A. We simply chose A = [[; A; to
avoid discussing decidable subobjects in the statement of the lemma.

o It is possible to avoid the second copy of A in Lemma 3.8 by recycling the infinite buffer in
Lemma 3.9 (that is, |1 ,,en L1; Ai)- One can use the odd layers as the first copy and the even
layers as the second. This would lead to a more economic embedding, at the cost of clean lemmas.

REMARK. One might wonder if we can replace {<&} L A 1L A in the proof of Lemma 3.8 with our
constant displacements (Section 3.3.2), treating universe levels as constants and substitution as a
right-action of endomorphisms on those levels. Unfortunately this does not work because substitution
is not a right-action of endomorphisms: it preserves the strict order of levels, not of endomorphisms.

THEOREM 3.10. Let (H,n, u) be any hierarchy theory, {A;}; be a small collection of small posets,
and ¥ be any non-empty set. There exists a displacement algebra D such that there is a functor T out
of the full subcategory of SOrd™ induced by the free algebras {F*(A;)}; and into the full subcategory

A subobject S of V is decidable if V' is isomorphic to the coproduct of S and its complement.
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of SOrd™? with one object F*o (V). Moreover, there is a natural transformation from U" toUM? o T,
and if H preserves monos, T is faithful.

Proor. Apply Lemma 3.9 to obtain a functor T; and a natural transformation v : U — U” o T.
Choose any singleton poset {<¢}. Apply Lemma 3.8 with {0} and A = [[,cn LI; A to obtain a
functor T; and a natural transformation ¢ : U¥ — UM? o T;. Let the functor T be T; o T; and the
natural transformation be &;,_, o v. T is faithful if both T; and T; are faithful. See the following
commuting diagram that puts Tj, T3, v, and & together:

FU(A) ——"—= F'(A)  H(A) — T H(Ay)
- )
F(8) ——s () H(8) —PD i)
Ern) Ern)
Pro(w) — 0@ o g () M;’(\I,) UTR@) 0 o

Theorem 3.10 states that any hierarchy theory H induces a displacement algebra O such that H
embeds into the McBride monad M,: in other words, any universe-polymorphic type theory (in
the sense of our paper) can be seen as an instance of generalized “crude but effective stratification,”
subject to the technical conditions above. In particular, we only consider free H-algebras, which do
not support contexts containing inequalities between non-variable level expressions (see Page 9).

4 OCAML IMPLEMENTATION AND AGDA MECHANIZATION

We have implemented an OCAML library MUGEN [RedPRL Development Team 2022a] for displace-
ment algebras, intended for use by anyone who wishes to adopt our generalization of McBride’s
“crude but effective stratification” in their type checker or proof assistant. Our library provides
a signature for displacement algebras and implements the derived level expressions and their
comparators for use in a type checker. Users may either provide their own displacement algebras
or use examples mentioned in Section 3.3. We are currently using our library in the development of
our experimental proof assistant algaett [RedPRL Development Team 2022b]. The MUGEN library
allows us to swap the underlying displacement algebra of algaett with very minimal changes to
the definition of its core language, parser, pretty-printer, and elaboration of levels; in particular, we
do not edit the type checker. This indicates that we have achieved a modular design.

We also have an Agpa formalization of our construction of the generalized McBride monad M,
(Section 3.1); the fact that the examples in Section 3.3 satisfy the axioms of displacement algebras
and certain additional properties (bottom elements, joins, etc.); and a partial mechanization of
Section 3.4. Our AGpA formalization is available at https://github.com/RedPRL/agda-mugen.

5 DISCUSSION

In this paper, we have presented a generic framework for universe hierarchies and universe
polymorphism, and proven that a generalization of McBride’s “crude but effective stratification” is
sufficiently expressive to capture all systems of universe polymorphism in our sense.

We are far from the first to note that universe hierarchies can be indexed by more general orders
than the natural numbers [Huet 1987; Kovacs 2022; McBride 2002]; our universe-monomorphic type
theory (Section 2.1) simply codifies this observation, with the added generality that the hierarchy
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need not be well-founded. However, our description of universe polymorphism in terms of monads
on SOrd (Section 2.2) seems novel, and recasting McBride’s “crude but effective stratification” in
monads helped us identify a vast design space for universe hierarchies that includes exotic universe
levels such as negative numbers, rational numbers, computational reals, and even strings.

Many researchers have attempted to address the usability of universe hierarchies: the “hands-off”
approach of typical ambiguity was pioneered by Huet [1987] and Harper and Pollack [1991] and
implemented in systems such as LEGO, CogQ, and Ipr1s. Other systems, such as AGpa, LEAN, and
Mar1TA, adopt more explicit forms of universe polymorphism. And other authors have considered
intermediate points in the design space; for example, Courant [2002] considers a system in which
one can hypothesize level variables > ¢ bounded by arbitrary level expressions £. A summary of
existing systems can be found in Kovacs [2022, Section 6].

McBride introduced his “crude but effective stratification” out of frustration with existing systems,
in terms of both usability and implementability. His scheme belongs to the second category—it
requires users to write explicit levels—but with minimal syntactic burden. In other words, it avoids
constraint solving altogether without forcing users to write complicated universe level expressions.’
It is thus one of the easiest ways to support universe polymorphism, and we have shown that
it is also universal. Experience using our own library suggests that the simplicity of “crude but
effective stratification” has not been lost despite our generalization: we have built type checkers
parametrized by arbitrary displacement algebras, and the additional complexity of displacement
algebras can be completely outsourced to a dedicated library.

5.1 Future Work

Internalized level types and higher-ranked universe polymorphism. We believe there is limited
need for internalized universe levels® or higher-ranked universe polymorphism for a cumulative
universe hierarchy. Moreover, a stratification between levels and regular terms should simplify
the implementation. (The notable example AGpA does not have a fully cumulative hierarchy.)
However, it remains theoretically interesting to internalize these levels or consider higher-ranked
polymorphism. Recently, Kovacs [2022] has constructed an inductive-recursive model of type theory
with internalized universe levels and Bezem et al. [2022] has given an account of higher-ranked
polymorphism. Both support user constraints between universe levels.

Non-free H -algebras. As we noted in Section 2.2, we could consider type theories indexed by
non-free H-algebras, which would account for level contexts with strict inequalities between level
expressions, not just level variables. Practically, this allows us to lift definitions in U,y 4 to some
U4y, and hence to remove universe indices from the syntax by moving them into the constraints.

Sozeau and Tabareau [2014] have explored a similar system but only with constraints of the
form (o V -+ V ) < f; it is not immediately obvious which other fragments admit efficient
type checking and substitution algorithms. Bezem et al. [2008] describes an algorithm to handle
constraints of the form (a V ) + n > y over integers, and Bezem and Coquand [2022] present an
algorithm for join semilattices with successors. These advances in algorithms suggest different
fragments of non-free H-algebras that can nevertheless be implemented efficiently.

Partial displacement algebras. One might consider partial displacement algebras whose binary
composition e is not always defined. This would allow for indexed displacements for which compo-
sition is defined only on elements with matching indices, in much the same way that groups can be

"Note that an implementer may choose a complicated displacement algebra with a constraint solver to determine the order,
but this is not required by McBride’s system.
80ne notable application of internalized universe levels is mechanized metatheory of type theories with universe hierarchies.
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generalized to groupoids. This could lead to a much simpler embedding of small -algebras into a
displacement algebra because heterogeneous posets do not have to be embedded into a common
one. However, we might lose the simplicity of our monadic formulation of hierarchy theories.

Large universes. People have considered further extensions of the universe hierarchy by su-
per universes [Palmgren 1998], Mahlo universes [Setzer 2000], and higher-order universe opera-
tors [Takahashi 2022]. It is unclear how to integrate these into our framework.

Categorical semantics. Recently, Kovacs [2022] developed a notion of family diagram to describe
poset-indexed universe hierarchies in categories with families [Dybjer 1996], a categorical frame-
work for the semantics of dependent type theory. We expect that we could define the categorical
semantics of our universe-monomorphic type theory in terms of these family diagrams; one poten-
tial benefit would be a streamlined presentation of our universe-polymorphic type theory in terms
of hierarchy-preserving morphisms of natural models [Awodey 2018; Newstead 2018].

Separating universe lifts and universe membership. In this paper we model universe hierarchies
as a single poset (L, <) whose non-strict order £ < ¢’ determines which lifts f}* : 2, — 2, exist
between universes, and whose associated strict order £ < ¢’ (defined as ¢ < ¢’ and ¢ # ¢’) determines
when a universe is an element of another universe U, : . As we discussed in Example 2.15, this
prevents us from modeling the level-maximum operations of LEAN and AGDA, in whicha < a V f8
for the purposes of lifts, but neither @ < a V f nor a = a Vv f for the purposes of membership.

Specifically, because we require level substitutions to preserve <, whenever £ < ¢’ then we
either have £ = ¢’ or we have ¢ < ¢’ under all substitutions. One solution is to define < (lifts)
and < (membership) as two distinct relations with the property that £ < ¢ < ¢” implies ¢ < ¢”
(iU, : Uy C Upr then U, : Upr). After decoupling lifts and membership, we can ask for level
substitutions to (separately) preserve both relations, and then define V as the join with respect to <.

Kinds of universes. Many proof assistants are equipped with either multiple parallel universe
hierarchies or special impredicative universes. Examples include the strict propositions (sProp)
in AGDA, CoQ, and LEAN; the universe kinds in REDPRL [Angiuli et al. 2018]; and the support for
two-level type theory [Annenkov et al. 2017] recently added to AGpA. Levels differ from kinds
in that type formers typically behave uniformly across universe levels, but non-uniformly with
respect to universe kinds. For example, whether II-types are strict propositions depends on their
codomain only: if A : W, and x:A + B : sProp, then [],.4B : sProp,y., butif A : sProp, and
x:A + B : Wp then [],.4B : Wpypr. Our current framework is not well-equipped to handle universe
kinds, but we believe it would be possible to account for these features if we decoupled the lifting
and membership relations as described above.
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